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Several new numerical methods for solving a general class of linear and nonlinear l-dimen- 
sional time-dependent Fokker-Planck equations are suggested. These methods are positive, 

simple to implement, and equilibrium-preserving in the sense that every equilibrium solution 
of the analytic equations is also an equilibrium solution of the discretizcd equations. The new 

methods are all applied to the nonlinear problem of Compton and inverse Compton scat- 
tering, and numerical results are compared. Our numerical comparison includes results from a 
standard technique now in use (the Chang-Cooper method), and we discuss the relationship 

between this technique and the new methods. In addition, we point out certain shortcomings 

of the Chang-Cooper technique which these new methods remedy. 0 1985 Academic Press, Inc. 

1. INTRODUCTION 

In transport and kinetic theory equations, the binary particle scattering events 
are represented by an integral operator, expressing the scattering of particles from 
an initial to a final momentum state. In many cases, the kernel of this operator 
involves a smallness parameter, such as the energy exchange upon scattering. If one 
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invokes a certain Taylor series expansion of a portion of the integrand, the 
existence of this smallness parameter allows a truncation of this expansion. The end 
result of this procedure, the Fokker-Planck approximation [l, 21, is that the 
binary collision process is modeled as a second-order differential operator. This 
operator may be linear or nonlinear, depending upon the linearity or nonlinearity, 
of the underlying integral operator. If one restricts the discussion to particle dis- 
tribution functions which are isotropic in angle and spatially independent, one has 
the generic Fokker-Planck kinetic equation 

auwLu= 1 a auk t) -- at A(x w, 6 u) 4% t) + C(x, t, u) --Yg- > 
1 

(1) 

with boundary and initial conditions 

BZi+C~ 
ax x=o 

=BU+Ce 
ax x=m 

= 0, 

u(x, 0) = uo(x). (3) 

Here L is the Fokker-Planck operator and U(X, t) is the distribution function in a 
dimensionless energy variable x at a dimensionless time t. 

Specific examples of linear Fokker-Planck equations can be drawn from several 
fields. The Wilkins (heavy gas) model of neutron thermalization involves the 
operator [ 31 

Lu=& 
[ 

(x-e)U+exg , 
1 (4) 

where 8 is the host medium temperature. A second example is found within the 
plasma physics context, in which case the operator L corresponding to a linear 
description is given by [4, 51 

Lu=L z (x-19)u+ex~ 
i[ II ) 

where the function S(x) depends upon the details of the scattering kernel. The 
Compton and inverse Compton operator, describing photon scattering from a 
Maxwellian electron background, is given by (neglecting the nonlinear induced 
scattering terms) [6] 

L~=~-& 
[ 

(x-3e)u+exg . 
1 

This Compton operator, including the nonlinear terms describing induced scat- 
tering, is considered in detail in Sections 4 and 5 of this paper. 
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One of the most widely used methods for numerically solving problems of the 
above type is due to Chang and Cooper [7]. Their method, which we review in 
detail in Section 4, is based upon the requirement that the discretized 
Fokker-Planck operator possesses a quasi-equilibrium solution which agrees at the 
mesh points with a quasi-equilibrium solution of the analytic operator. Such 
solutions are determined by 

It is clear that solutions of Eq. (7) are true equilibrium solutions of Eqs. (1) and (2) 
only if B and C are explicitly independent of t. However, if B and C are explicit but 
slowly varying functions of t, then the solutions u(x, t) of Eq. (7) will be slowly 
varying in time; hence we use the term “quasi-equilibrium.” 

If Eq. (1) is linear (B and C are independent of U) then 

24(x, t) = exp 
[I 

- x B(Ys f)lC(Y> t) dY 
0 I 

is the sole quasi-equilibrium solution, aside from a multiplicative constant, and the 
Chang-Cooper discretization of the Fokker-Planck operator annihilates this 
solution, discretized by exactly evaluating it at the mesh points. That is, the dis- 
cretized Fokker-Planck operator, operating on the discretized form of Eq. (S), 
yields identically zero. Chang and Cooper have shown that their discretization 
produces positive solutions to Eqs. (l)-(3) in the linear case in the sense that if the 
initial values of u(x, t), are nonnegative, then the values of u(x, t) at each suc- 
ceeding time step are also nonnegative. However, if Eq. (1) is nonlinear, then many 
distinct quasi-equilibrium solutions may exist, and the Chang-Cooper dis- 
cretization of the Fokker-Planck operator can annihilate only one of them. To 
implement the method, one must choose an appropriate single quasi-equilibrium 
solution for the discretized operator to annihilate, and this choice is not always 
obvious. Moreover, for nonlinear problems the Chang-Cooper method can become 
quite complex, and it generally loses the property that numerical solutions are 
guaranteed to be positive. In fact, for certain nonlinear problems we have observed 
the Chang-Cooper method to diverge, due to a lack of positivity; such an example 
is discussed in Section 5. 

The numerical methods described in this paper possess several advantages over 
the Chang-Cooper method. First, these methods are positive, for all linear and 
nonlinear problems. Second, all quasi-equilibrium solutions of the analytic 
equations, evaluated at the mesh points, are also quasi-equilibrium solutions of the 
discretized equations. Finally, the new methods are much simpler to irnpl~rn~~t~ 
especially for nonlinear problems, than the Chang-Cooper method. 

An outline of the remainder of this article follows. In Section 2 we derive two new 
general methods for solving Eqs. (l)-(3). These methods possess a degree of 
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arbitrariness only for nonlinear problems. In Section 3 we present three results: (i) a 
positivity proof for both general methods, (ii) a convergence proof for both general 
methods for linear problems, and (iii) a proof that for linear problems the second 
general method is identical to the Chang-Cooper method. In Section 4 we apply 
our results to the nonlinear problem of Compton and inverse Compton scattering. 
For this problem we derive three distinct numerical methods, one based upon the 
first general method and two based upon the second, and in addition, we review the 
Chang-Cooper method. Section 5 is devoted to comparing the methods of Section 4 
numerically, and we conclude with a discussion in Section 6. Two appendices are 
included, one dealing with the existence and construction of functions D(x, t, U) and 
E(x, t, U) introduced in Section 2, and the second concerned with certain aspects of 
the convergence proof given in Section 3. 

2. NUMERICAL METHODS 

In this section we discuss two new discretization methods for Eqs. (l)-(3). These 
methods are closely related and based in part on rewriting Eqs. (1) and (2) as 

au(x, t) 1 d -=-- 
at A(x) ax 

-$ C-%c t, u) 4x2 tLo=~ [E(x, t, u) 4% t)l,=, =o, 

(9) 

where D(x, t, u) and E(x, t, U) are positive and sufficiently smooth functions of the 
positive arguments x, t, and U. Our primary assumption in this paper is that 
D(x, t, U) and E(x, t, u) are known in analytic form. This assumption is valid for 
linear problems, as well as for the nonlinear description of Compton and inverse 
Compton scattering discussed in Section 4. It is most likely also valid for physically 
meaningful nonlinear problems for which the quasi-equilibrium solutions can be 
determined in closed form. If the functions D(x, t, U) and E(x, t, U) do not possess 
closed analytic forms, they can be determined numerically as suitable solutions of 
the equations 

m t, 4-g CJ%% t, ahI = C(x, t, u) am, 4 4 ax 1 

ax, t, u) aax, t, 4 ax = ax, t, u), 

(11) 

(12) 

where x and u are regarded as independent variables and t as a parameter. The dif- 
ficulties associated with solving Eqs. (11) and (12) are beyond the scope of this 
paper, but a brief discussion is given in Appendix A. Noting that D(x, t, U) > 0 and 
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E(x, t, U) > 0, we see that all quasi-equilibrium solutions of Eqs. (9) and (10) are 
determined by the algebraic equation 

E[x, t, u(x, t)] u(x, t) = a (13) 

for an appropriate set of constants tl. 
A straightforward differencing of Eqs. (9) and (10) is given by 

where 

Aj = A(x,), 

and 

RF+’ =o 
,+ I/2 7 j = 0, J, 

=D(xj+l/z, f'+', u,*,1/2 
E(Xj+l,t”+l,uj*+l)Ujn=:---(Xj,t”+l,ui*)ujn+l 

, 
xj+l^-xj 

j = 1, 2 )...) J- 1. (161 

Here n is the time step index and j the spatial mesh index. We have taken the 
points at which uj is evaluated to be the integer subscripted “center” points 
o<x,<x,< . . . < xJ, and we have defined “edge points” xj+ 1,2 such that xI12 = 0 
and Xj<Xj+1/2<Xj+1. Thus the points at which the boundary conditions are 
imposed are x 1,2 = 0 and xJ + 1,2. Although it is not necessary to relate x, and xj+ I,T 
in formulating the above method, we give a convergence proof in Section 3 for the 
case xi= (x,- 1,2 + xi+ &/2. All quantities are now defined in Eqs. (14) througb 
(16) except for uj* and UT+ 1,2. A semi-implicit formulation of the method takes 

u,?. = u” I’ 6~V 

Also, we may define 

although this particular interpolating formula is somewhat arbitrary and another 
choice may be preferable. We describe the definition given by Eq. (17) as semi- 
implicit because all quantities on the right-hand side of Eq. (14) are evaluated at tbe 
advanced time except for the values of u needed to evaluate D(x, t, U) and E(x, t, U) 
in Eq. (16). 

The fully implicit method for Eqs. (14) through (16) would define 
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However, the resulting system of equations for u;+ i is nonlinear and must in 
general be solved iteratively at each time step. A procedure which works satisfac- 
torily in practice is to first choose uj* = u;, then solve Eqs. (14)( 16) to obtain (the 
first estimate for) u;+ I, set uJ? equal to this first estimate, and repeat this process 
until some convergence criterion is met; now ui * - n + l to within the convergence - uj 
criterion. If the time steps are sufficiently small, UT and u;+ 1 will differ by only a 
small amount, and thus this iterative process should converge if D(x, t, U) and 
E(x, t, U) are sufficiently smooth functions of U. An important feature of both the 
fully implicit and semi-implicit methods is that they automatically preserve every 
quasi-equilibrium solution of the analytic equation. That is, if u(x, t”+ ‘) is any 
quasi-equilibrium solution of Eqs. (9) and (10) at time t = t”+ ‘, then by virtue of 
Eq.(13), u~“+‘=u~=u(x~, t*+l ) describes a quasi-equilibrium solution of 
Eqs. (14)-(16) at the same time. However, only for the fully implicit method is it 
guaranteed that u,* = U; + ‘; therefore, in a practical problem the semi-implicit 
solution can actually achieve equilibrium only after several time steps, even for 
extremely large values of d t. The fully implicit solution on the other hand can 
achieve equilibrium in one time step, for a sufficiently large At. 

In practice, we have found that for nonlinear problems it is generally more 
efficient to use the fully implicit method than the semi-implicit method because the 
larger time step allowed for a given accuracy more than outweighs the extra cost 
per time step. We note that aside from the question of implicitness, the inter- 
polation formula, Eq. (18), is the one element of arbitrariness in the general method 
given by Eqs. (14~(16). 

The second general method for Eqs. (9) and (10) is based on the observation that 
for certain problems the functions D(x, t, U) and E(x, t, U) can be written 

D(x, t, u) = f-b, t, u) [ 1 dP(X> t) -l e-p(x,t) y-y-- 3 
E(x, t, u) = G(x, t, u) &,‘), (21) 

where p and ap/dx are nonnegative, p becomes unbounded as C approaches zero, 
and F and G remain bounded as C approaches zero. (The Compton scattering 
problem of Section 4 is such an example.) In this case, it is clear that R;T&, defined 
by Eq. (16), can become unbounded as C approaches zero. To avoid this difficulty, 
we use the identity 

(22) 

to rewrite Eq. (9) as 

a24 ia -c-u 
at A ax Fa(ef) 

m-!? [@GUI , (23) 
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where we take the symbol a(@) to mean that in performing the derivative with 
respect to ep, t is held fixed. 

We d” ence Eqs. (23) and (10) as 

u"+l 
J 

t 

-q + y:2- sin_c1/2 
n+l-fn 

[ 1 

) 

I J+ 112 - xj- l/2 
(24) 

where 

SF+1 =o 
J+ I/2 ) 

j=O, J, 

=F(Xj+1/2~ f’+‘, Uj*t1/2) 

exPCdxj+l, t”“)l G(xj.1, tn+‘, $+l)~~$~ 
-exp[p(+ t”“)] G(.v 

w[Id-q+ 1, f exp[: Y t-J3 

j= l,..., J- 1, 625) 

with u* ]+ r,* given, for example, by Eq. (18). If one uses Eq. (17) for uJ?, the method 
is semi-implicit. This method can also be formulated fully implicitly, just as with the 

hod, and in doing so it preserves all of the quasi-eql ‘-‘I ria of the 
tion. In addition, for both the se and fully implicit mernods, S;z& 
lded as p becomes unbounded. bmally, as before, the one element of 
in this method, apart from the definition of uJT (which determines the 
)licitness of this method) is the interpolatory formula for z.$+ 1,2. 
seen that this second general method cai oe derived from the first by 

introducing Eqs. (20) and (21) into Eq. (16) and making the ~Jaeement 

:, becomes equality in the limit of an arbitrarily fine mesh. Thus, 
apart irom rms redefination cm .~~~ .~ I ntial tern, two me ibed in 
this section are identical. 

T;inaLJ, an important property which is shared by the analytic equation and the 
above numerical methods is that they are all conservative. That is, multiplication of 
Eq. (1) by A(x) and subsequent integration over all x gives 

a Cc 
at, s A(x) u(x, t) dx = 0, 

or 

lorn A(x) u(x, t) dx = Iom A(x) uo(x) dx, 
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which shows that the integral over all x of the product Au is a time-conserved 
quantity. Likewise, for the two numerical methods presented here we have 

i AjuJ’(xj+ l/2 -Xj-l1/2)= i AjUoj(Xj+1/2-Xj-l,2), (29) 
j=l j=l 

which shows the corresponding conservation property of the discretized equations. 
The Chang-Cooper method is also conservative, and in exactly this sense. 

3. PROPERTIES OF THE DIFFERENCING SCHEMES 

In this section we consider three properties of the numerical methods discussed in 
the last section, namely: positivity, convergence, and 
Chang-Cooper method. 

A. Positivity 

Because of the similarities of the two methods derived in 
positivity proof applies to both methods. For definiteness, we 
proof for the method described by Eqs. (14)-( 16). We define 

Dj+1/2=D(Xj+l/2, tn+‘, ui*,l/2), 

Ej = E(xj, t”+ I, u;), 

relationship to the 

Section 2, a common 
give the details of the 

(30) 

(31) 

(t nf’-tn)Dj+l/2 

*‘=Aj(xj+1/2-~j-1/2)(xj+1-Xj)’ 

= 0, 

bj = 0, 

(t ‘+’ - t”) Dj- 1,2 

=Aj(Xj+1/2-xj-l,2)(xj-~j-l)’ 

l<j<J--1, 

j= J, (32) 

j= 1, 

26jdJ. (33) 

In terms of these definitions, Eqs. (14)-(16) can be written 

-ai(Ej+,u~~l’)+(E,~‘+aj+bi)(Ejuin+1)-bj(Ej_1ui”_+ll)=ui”, l<j<J. 
(34) 

Due to the nonnegativity of all quantities in Eqs. (30)-(33), it is clear that Eq. (34), 
interpreted as a matrix problem for Eju; + l, involves a diagonally dominant matrix. 
Therefore, if U; is nonnegative, then Eju;+ r, and hence also UT+ I, will be non- 
negative. This result holds for any choice of u,? and UT+ 1,2 in Eqs. (30) and (31), 
and thus it holds not only for the semi-implicit method (u* = z.P), but also for each 
iterate in the iterative process described in Section 2 for the fully implicit method 
(u* = un+l). 
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B. Convergence Proof for Linear Problems 

Here we show that for autonomous (no time dependence in D and E in Eq. (9)) 
linear (no u dependence in D and E) problems, the discretization methods of the 
last section have first-order convergence in time and second-order convergence in 
space, even for nonuniform meshes. If we consider the operator L given by 

i a 
Lu=-.....-- 

A(x) ax D(x); [IE(xbl 2 

the results in Appendix B show that second-order convergence can be proven by 
establishing two basic properties of the spatial discretization of L. These two 
properties for 2, the discretization of L, are: (i) it has effectively second-order trun- 
cation, and (ii) it is stable with respect to some norm. 

To proceed, we assume a finite spatial domain X,in Q x 6 xmax and require u to 
satisfy the boundary conditions 

The domain is divided into J intervals by the “edge” points xmin = x1,1 < x5,, . . < 
x J+ 112 = &WC. We let xj = txj + 112 + xj- 1,2)/2 be the center and Aj = xj+ 1,2 -x,- Ll2 
be the width of the jth interval. The fineness of the mesh is then given by 
A = max(Aj: j= l,..., J>. We give the convergence proof for this choice of mesh, 
with u(x, t) evaluated at x = xj, since it is the mesh we actually implemented for the 
Compton scattering problem. Other choices of mesh yield the same convergence 
result, but the details of the proof will vary. 

The discretizations discussed in the last section are all obtained by writing 
Eq. (35) in the form 

1 a Lu=--..--- 
A(x) ax 

where r’(x) > 0 and a(x) = D(x) r’(x) > 0. Here and subsequently we use the prime 
to indicate differentiation. In the two general methods of the last section, v(x) =x 
for the first method, and r(x) =exp[p(x)], with p(x) > 0, for the second metho 
[see Eqs. (20) and (21) for the introduction of p(x)]. Discretizing Eq. (37) we have 

where 

Rj+1/2=aj+1/2 
Ej++j+l-EjUj j= l,..., J- 1, 

‘j+l-‘j 

= 0, j = 0, J. (39) 
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From the theorem of Appendix B, to establish the earlier stated convergence 
result we need only show that 2 has effectively second-order truncation [as defined 
in Appendix B] and //(I- d&-ill < 1 for all At for some norm /I. I/. It may be 
verified by direct calculation that two norms which possess the latter property are 

I 
I”> (40) 

/IwJl, =max[IEjwjl:j= l,..., J]. (41) 

The Lz norm inequality follows by using the fact that 2 is positive definite with 
respect to the associated inner product, and the L, norm inequality follows by 
noting that 2 has negative diagonal elements and positive off-diagonal elements. 

We now turn to the calculation of the truncation, needed to establish the fact 
that 2 has effectively second-order truncation. Introducing the shorthand notation 
h = Eu and applying a Taylor series expansion about the point x = xi, we obtain 

Rj+ I/Z = (uh’/r’)j + Aj(ah’/r’)i/2 

+ (Aj+l - Aj)[a(h’/r’)‘]j/4 + Aj(a”h’/r’)j/S 

+ Aj(Aj+ 1 + Aj)[a’(h’/r’)‘]j/S 

+ (Aj+ I+ Aj)2(aq/r’)j/24 + O(A3), (42) 

where 

q/r’ = (h’/r’)” + (r”/r’)(h’/r’)‘/2. (43) 

A similar result is obtained for Rj--1,2, and for any internal interval the truncation 
( Tu)~ is given by 

( Tqj = (ePu)j - (Lu!, 

= (Aj+ I -2A,+ Aj- 1)[a(h’/r’)‘]j/4AjAj 

+ (Aj+l - Aj- ,)[a’(h’/r’)‘lj/8Aj 

+ [(Aj+,+Aj)2-(Aj+Aj-1)2](aq/r’)j/24AjAj+ O(A2), 

j= 2,..., J- 1. (44) 

Here we have introduced the operator P such that Pu is the discretization obtained 
by evaluating u at the mesh points. For the boundary intervals (j = 1, J) we use the 
analytic boundary conditions [see Eq. (36)], written in the form 

ah ah 
“5 x=xmi”=aar *=xmax=oT (45) 
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to obtain 

and 

0 = (u~‘/Y’)~ - A,(uh’/r’)‘J2 + Af(ah’/r’)~/8 + O(A3), 

0 = (uh’/r’),+ A,(ah’/r’)>/2 + A:(ah’/r’)J -I- O(A3). (4-f) 

Combining Eq. (46) with Eq. (42) for j= 1 and forming the truncation for the left- 
most interval gives 

(Tu),=(A,-A,)Ca(h’lr’)‘l,/4A,d, 
+ (A, - A 1)[u’(h’/r’)‘]1/8A, - A,[a(h’/r’)“] ,/8A, 

+ (A,~d,)~(aq/r’),/24A~A, + O(A2). 

A similar treatment for the right-most interval gives 

GW= -(A,- A,- 1K4WWMJ4 
-t (A,- A,- 1)[u’(h’/r’)‘]J/8A,+ A,[a(h’/r’)“].,/8A, 

- (A.,+ A,-,)2(aq/r’),/24A,A,+O(A2). 

(48) 

(49) 

We note from Eqs. (44), (48), and (49) tnat tne truncation is 0( 1) for a nonuniform 
mesh and O(A) for a uniform mesh. Nevertheless, the results in Appendix B show 
that the convergence of the solution uj is always O(A’). 

This is established by verifying the claim 

where @ is defined by 

I?,&~= A,2[r’(h’/r’)‘],/8 + S,, (51) 

with Sj following from the recurrence relationship 

Sj+1=Sj-(Aj+lqj+1+Ajqj)/24; s,=o. (52) 

If Eqs. (50) through (52) can be established, then, since G = O(A2), the dis- 
cretization 2 has an effectively second-order truncation and the second-order con- 
vergence to ui follows from the theorem in Appendix B. The proof of Eqs. (50)-(52) 
follows from a direct calculation similar to that found in the literature [S]. 
Omitting tedious calculations, we give here only the key intermediate result, which 
follows from Eq. (51), namely 

uj+,,2(Ej+,~j+,-Ej~ji;.)l(rj+,-ri) 

= (Ajtl - Aj)[u(h’/r’)‘]j/4 + Aj(Aj+, - Aj)[d(h’/‘r’)‘]j/8 

- Af[a(h’/r’)“]# + (Aj+ 1 + dj)2(aq/r’)j/24 + O(A’), (531 
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aj-1,2(Ej~j-Ej--1j--)/(rj-Tj--) 

= (dj-dj-1)[a(h’/r’)‘]j/4-~j(dj-dj-~)[~’(h’/r’)’]j/8 

- df[a(h’/r’)“],/8 + (dj + Aj- l)‘(aq/r’)j/24 f O(d3). (54) 

Using these two results to form 2r.G (by taking the difference and dividing by AjAj), 
we find that Efi is, in fact, Tu plus terms of order A2. 

C. Relationship to the Chang-Cooper Methodfor Linear Problems 

For linear problems (B and C independent of u), Eq. (1) can be written in the 
form of Eq. (23) with 

e, t, u) = B(x, t), (55) 

G(x, t, u) = 1, (56) 

P(X, 1) = j- CB(Y, t)/C(y, t)ld.. (57) 0 

Hence, the second method described in the last section, namely Eqs. (24) and (25), 
becomes 

u’r+’ I - lq _ 1 sj”:;,2 - syi-11/2 
p+l - t” -T’ L 1 xji-t/2-xj-1/2 ' 

(58) 

where 

p+1 =o 
J+1/2 ) j = 0, J, 

= B(xj+ l/29 t n+l) [ 

exp(p;T;) z$zj - exp(p; + ‘) 2~; + l 
exp(p;z,‘) - exp(p;+‘) 1 ’ 

IdjdJ-1, (59) 

with 

p;+L s xi [B(y, tn+l )/C(Y, t”+‘Il dy. 
0 

(60) 

To show that Eqs. (58) through (60) are identical to the Chang-Cooper method 
[7] for linear problems, we note that the Chang-Cooper method discretizes Eq. (1) 
as 

> (61) 
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where 

T?‘+’ ~0 
J-+1/2 2 j=O, J, 

= B(xj+ 1,2, tnfl )[(l-s~~l)u~=:+s~~‘u~-~l] 

+ c(xj+l/2, tn+l )t”yZl - u,” + ’ )/txj + 1 - xj)s 1 <jGJ- 1, (62) 

with the constants 6” + 1 determined by requiring 
J 

when the quasi-equilibrium solution is obtained, i.e., when 

u?+‘=exp(--p;+‘). 
J 

Upon combining Eqs. (62)-(64) and solving for S; + 1 we obtain 

6?+1=exp(-p;~~)[exp(-p;$~)-exp(-p;+1)]-1 
J 

+ C(xj+1/2, t”“)C(xj+1-Xj)B(xj+1/2, t”f”Il-l. (65) 

Introducing this result into Eq. (62) and rearranging, one easily finds 

T?+’ = S/“Tll12, 
J+ 112 (66) 

which establishes the identity of the second method of Section 2, namely 
Eqs. (58 j-(60), with the Chang-Cooper method described by Eqs. (61), (62), and 
(65) for linear problems. Hence our second method can be considered as a 
generalization, to nonlinear problems, of the Chang-Cooper method as formulated 
for linear problems. The Chang-Cooper method as formulated in [7] for nonlinear 
problems represents a different discretization. 

4. COMPTON AND INVERSE COMPTON SCATTERING 

In the preceding sections we have discussed new methods for discretizing a 
general class of Fokker-Planck operators. In this and the subsequent section we 
specialize our results to the nonlinear problem of Compton and inverse Compton 
scattering, which corresponds to photon scattering from a Maxwellian gas of free 
electrons. For the case of an infinite homogeneous electron gas with no spatial or 
angular variations in the photon distribution function, the appropriate 
Fokker-Planck equation is [6,9, lo] 

wx, 6 
--o(x)[B(x)-u(x, t)]+o,x-f-{xu+Bj~-4uj+y(u/x)2J- (67) 

at 
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The precise definition of all quantities in Eq. (67) is given in the literature 
[6, 9, lo], but basically u(x, t) is the photon energy distribution function per unit 
dimensionless energy variable x at time t, 8 is the dimensionless electron tem- 
perature, es is the Thomson scattering cross section, a(x) is the absorption cross 
section, B(x) is the Planck function, and y is a numerical constant. The variables x 
and 8 are assumed to be small (the condition for the Fokker-Planck treatment to 
be valid), which physically implies that photon energies and the electron tem- 
perature are small compared to the rest energy of an electron (511 keV). We take 
the absorption cross section to have the classic x-3 dependence, and then 

a(x) = o,[ 1 - exp( -x/8)1/x3, (68) 

where 6, is a constant, and the bracketted quantity in Eq. (68) is the correction to 
the absorption cross section for induced emission. The Planck function B(x) is 
given explicitly by 

B(x) = Y-lx3[exp(x/B) - l] -l. (69) 

The boundary conditions on Eq. (67) consist of setting the term inside the braces in 
Eq. (67) to zero for x = 0 and x = co. The discretization of the absorption-emission 
term in Eq. (67) is straightforward; our primary concern is the discretization of the 
scattering term. 

To make contact with the methods discussed in the preceding sections, we note 
that Eq. (67) can be written in the following three equivalent forms: 

au -=o(B-u)+n,x~jX4[(1+Yu~x3)(U~x3)+~~])i at (70) 

au a -=@-u)+Ba,xdx at 

* (x’+./zf/x)2exp(-x/8)i [(x3+yu))‘z4exp(x/0)]), 
i 

(71) 

g=c@3-u)+Q,x~ (x*+yu/x)2 i & [(x3 +w-l~wW~)lj. (72) 

The Compton terms in Eqs. (70), (71), and (72) have the form of the corresponding 
terms in Eqs. (1) [with U/X’ as the dependent variable], (9) and (23), respectively. 
Thus the numerical methods derived in Section 2 (with various choices for the 
interpolation formula giving ui*+ 1,2) can be applied to Eqs. (71) and (72). At this 
point we note that the equilibrium solutions of the Compton scattering operators in 
Eqs. (70) through (72) are easily found to be 

B,(x) = y-lx3 [c exp(x/0) - 1] -I, (73) 
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for values of the constant c in the range 1 < c < co. Such equilibria are termed 
Bose-Einstein distributions, and the special case c = 1 corresponds to the Planck 
function (see Eq. (69)). 

We now consider four specific discretizations for the Compton problem; one is 
the Chang-Cooper method [7], and the other three are based upon the two 
general methods discussed in Section 2. The Chang-Cooper method discretizes 
Eq. (70) as 

UT’“--u? 
J 

t n+l 
.’ = osxj 

- t” 

where 

T”+’ =(I 
J+1/2 ) j=O, J, 

=x~+1/2(e(xj+l-Xj)-1[(U~~n=,‘/X~+1)-(U~+1/X~)] 

+ (1+y[(1-6j*)xJ~1ujx+1+~~xJ~3uJ*]~ 

. [(l-si*)x~3,,~=:+~~x,-3Uin+l]), l,<jGJ-1. (75) 

The constants 67 are determined by requiring that 

Ty=1’,2 = 0 c76) 

when 

u~+~=u~*=Y-~x~:~[c*~x~(x~/~)-~] l, J (77) 

where the constant c* in Eq. (77) is determined by the condition 

i xT1uJ*(xj+ 1/2-xj- l/2) 
j=l 

= C yPIXf[C* exp(xj/B)-l]-1(Xj+,l,-xj-,~2). 
j=l 

Physically, this condition specifies the equilibrium distribution annihilated by the 
Chang-Cooper discretization to be that Bose-Einstein distribution which possesses 
the same total number of particles as the actual distribution function at each iterate. 
In the absence of absorption and emission (cr, = 0), Eqs. (74) and (75) show that 
this total is a constant, independent of time. However, if absorption and emission 
are present, then the number of particles in the system is not a constant, and c* 
must be computed from Eq. (78) for every iterate. We note that the right-hand side 
of Eq. (78) is a monotonically decreasing function of c* in the interval 
exp( - ~$3) < c* < co, taking on all nonnegative values. Hence for all Us* > 0, there 
is exactly one value of c* in the stated interval satisfying Eq. (78), and this value ir 
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easily found numerically using Newton’s iterative method. The essence of the 
Chang-Cooper method is to first determine c * from Eq. (78), then determine SJF 
from the quadratic equation obtained from Eqs. (76) and (77), and then solve the 
finite difference equations given by Eqs. (74) and (75) for u;+ i. It can be shown 
that the quadratic equation determining S,? has exactly one solution in the interval 
0 d Sj 6 1; this is the desired solution. In practice, one could approximate Eq. (78) 
by a simpler equation which could be solved noniteratively for c*. Such an 
approximation has been used in applications of the Chang-Cooper method [ 111. 
However, in the numerical results reported in the next section, we used Eq. (78) to 
determine c*. This avoids any question of the adequacy of approximating Eq. (78) 
by a simpler expression. Moreover, we found that the computational effort involved 
in iteratively solving Eq. (78) is negligible. 

A different method, proposed by Youngs [12], consists of discretizing the Com- 
pton portion of Eq. (71) in the manner of Eqs. (14)-( 16), with 

A,:’ = 9a,xj, 

D(xj+1/2~ ui*,1/*)=exP(-Xj+,,,/e)(Xi2+1,2+Y[(Ui*+1/Xj+1)+(Uj*/Xj)]/2)2, 

E(Xj, 24:) = (XT + yUj*)-’ exp(xj/8). 

(79) 

(80) 

(81) 

This method has the a priori drawback that the resulting expression for R;T/,2 
becomes unbounded as Ax/8 becomes unbounded (i.e., in the limit of very low tem- 
peratures compared to the energy interval size). 

The third method we discuss, which we designate the “modified Youngs” method, 
is based upon discretizing the Compton part of Eq. (72) in the manner of Eqs. (24) 
and (25), with 

A,:‘=a x. 
S J’ (82) 

-F(xj + 112 9 u,f+ 112 ~~{x~+1/2+YC~uI*+~/xj+l~+~uj*/xj~1/2}2~ (83) 

Ptxj) = xj/e, (84) 

G(x,,u~*)=(x~~+~u~~)-~. (85) 

With these definitions, S;$f,2 as defined by Eq. (25) remains bounded as Ax/l3 
increases without bound, and this method simply becomes a first-order accurate, 
upwind scheme. It is clear that in this and the Youngs method, we have used the 
interpolation formula 

rather than Eq. (18). Numerical testing has indicated that Eq. (86) performs better 
than Eq. (18) over a wide variety of problems. 

The fourth, and last, method we consider, which we designate the “quasi- 
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integral” method, differs from the modified Youngs method only in replacing 

Eq. (83) by 

F(xj t l/2 > ui*+ 112 ) = x;+ 1,2( 1 + yx.;,3, a,*+ I)( 1 + rx,-“24;). (87) 

This corresponds to the interpolatory formula 

q+1/2=Y -lx,‘+ 1,2[( 1 + yx,:++i*+ p2(1 + yxl%,*p2 - 1-J. (88) 

The motivation for Eq. (87) is twofold. First, the regime of validity (to higher fre- 
quencies and temperatures) of the Fokker-Planck description of Compton and 
inverse Compton scattering can be extended by replacing the factor x4 on the right- 
hand side of Eq. (87) by a more general function, i.e., 

x,“+ l/2 + M(xj+ l/2? e)3 if@) 

where M is a certain moment of the scattering kernel [13]. The function M 
approaches xi”+ 1,2 as xi+ 1,2 and 19 approach zero, but for nonzero arguments may 
be chosen, by fitting to integral scattering results, to make the Fokker-Plan& 
description a more accurate representation of the underlying integral scattering 
operator [13]. Second, the remaining factor on the right-hand side of Eq. (87) is 
written as a symmetric product, one term evaluated at xj+ 1 and a like term 
evaluated as xj. When the numerical method is written out explicitly, terms of the 
form (x3 + yu) cancel to a great extent, leaving a very simple explicit form which 
closely resembles a discretized version of the integral Compton and inverse Comp- 
ton scattering operator [12]. Because of the close connection of this differencing 
scheme to the integral scattering operator, we term this method “quasi-integral.” 

The truncation errors (Tu) associated with Eqs. (83) and (87): for the case 
xj+ l/2 = Cxj+ 1 + xj)12, are easily obtained. For Eq. (83), the modified Youngs 
method, we have at xj+ 1,2 with f = u/x, 

4(Tu)j+1/2=Y(xj+l- j x )“txj”+ l/2 + Yfj+ l/2) fy+ l/2 + OCxj+ 1 - xj)4. (90) 

For Eq. (X7), the quasi-integral method, we have at xj+ 1,2 with g = u/x3, 

4(Tu)j+l,2=Y(xj+l- xj)2x;+ l/2 

’ ~~;(+~~2+YC~j+l~2~~+l~2~~~~+l~2~21}+o~xj*l~xj~4~ C911 

In particular, if for small x we take 

U=uXk+O(xk+l), (92) 

the modified Youngs truncation error is given by 

4(Tu),+ l/2 = Y2Q2(Xj+ 1 -xi)’ 

. [(k-1)(k-2)Xj2i;-;P,+(X::;:2)]+O(Xj+1-Xj)4, (93) 
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and the quasi-integral truncation error is given by 

4W)j+ 1,2 = y2a2(xj+ 1 - Xj)2 

. CC3 -k) x;r;yp + O(x,‘f$)] + O(Xjj, I- Xj)4. (94) 

Comparing Eqs. (93) and (94) we see that the only difference in these two trun- 
cation errors is the coefficient of the x;:$ term. This coefficient, in absolute value, 
is smaller in Eq. (93) than in Eq. (94) for 0 <k < 2.414. We note that the Planck 
function corresponds to k = 2. (A general Bose-Einstein distribution implies k = 3.) 
The numerical results in the next section reflect the generally smaller truncation 
error of the modified Youngs method. 

5. NUMERICAL RESULTS 

We now describe numerical results for the four methods discussed in Section 4 
applied to three separate Compton scattering problems. In all cases we consider 
Eq. (67) [or its equivalent versions, Eqs. (70) through (72)] and Eqs. (68) and (69) 
as the exact equations to be solved, together with the boundary conditions stated 
just after Eq. (69). The initial conditions vary for each of the three problems. 

A. Problem 1: Upscatter with Absorption; Uniform Mesh 

For this problem, the parameters in Eqs. (67) through (69) are assigned the 
values g’s = 1, ga = 5, 0 = 2, y = 1, and the initial condition is taken as 

uo(x) = 5x/6, Odx<6, 

= 0, x 2 6. (95) 

Thus the total energy initially in the system is 

s 

m 

uo(x) dx = 15, (96) 
0 

while the corresponding total number of particles is 

c 
cc 

x - ho(x) dx = 5. 
JO 

(97) 

From Eqs. (96) and (97), we see that the average energy of the initial photon dis- 
tribution is X = 3. Since the final equilibrium state is a Planck distribution with 
0 = 2, having an average energy of 2~6, we describe this as an “upscattering” 
problem. That is, on the average a scattering collision will increase the energy of the 
scattered photon. The numerical results generated for this and all subsequent 
problems were obtained by using the fully implicit version of the numerical 
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15 

FIG. 1. The energy (E) versus time (t) for Problem I. 

methods described in Section 4. Numerical testing indicates that the use of the fully 
implicit method with a pointwise convergence of 10P4 produces accurate results 
more efficiently than the use of the semi-implicit method with a smaller time step. 
For all problems (unless stated otherwise), At = 0.01 was used, and we observed 
that only two iterations per time step are usually required to achieve the converged 
implicit solution. 

The specific numerical results for this problem were obtained by dividing the 
interval 0 <x < 30 into 10, 20, 40, and 80 equal subintervals (groups). This deter- 
mines the edge points xi+ r,>, and in all problems we determined the center points 
by xi = (xj+ r,* + xjci- r&2. The benchmark solution, obtained using 640 equal size 

FIG. 2. The relative error (RE) versus time (t) for 40 groups for Problem 1. 
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FIG. 3. The relative error (RE) versus time (t) for the moditied Youngs method for 10, 20, 40, and 
80 groups for Problem 1. 

groups, is depicted in Fig. 1, which plots the total energy E as a function of time t. 
At time t”, the energy En is defined as 

En= $ Uy(Xj+1/2-Xj-1/2). (98) 
j=l 

In Fig. 2 we plot the relative error (RE) as a function of time t for the Chang- 
Cooper (CC), Youngs (Y), modified Youngs (MY), and quasi-integral (QI) 
methods, applied for 40 groups. At time P, the relative error (RE)” is defined as 

(RE)“= (En-E",)/E",, (99) 

where E;: is the benchmark (640 group) solution. In Fig. 3, we plot the relative 
errors versus time for the modified Youngs method, as applied with 10, 20, 40, and 
80 groups. Finally, defining the maximum relative error (MRE) as the value of the 

TABLE I 

The Maximum Relative Error for Problem 1 

Number of groups 

Method 10 20 40 80 

Chang-Cooper 0.022 0.041 - 0.030 - 0.009 
Youngs 0.037 0.048 -0.011 - 0.003 
Modified Youngs 0.022 0.041 -0.013 - 0.003 
Quasi-integral 0.045 0.111 0.039 0.009 
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relative error which has a maximum (over time) magnitude, we tabulate in Table I 
this quantity for the four methods on the four meshes. 

In applications in which Compton and inverse Compton scattering is an impor- 
tant interaction, typically 40 or so groups are used. Therefore, we conclude for this 
problem that the Youngs and modified Youngs methods generally outperformed 
the Chang-Cooper and quasi-integral methods. Also, the Chang-Cooper method 
generated no negative energy densities for any of the meshes. 

B. Problem 2: Downscatter with Absorption; Uniform Mesh 

The parameters in Eqs. (67)-(69) are assigned the same values as before, crS = 1; 
era = 5, 0 = 2, y = 1, but now we take the initial condition as 

%(X) = 0, O<x<24;x>30, 

=x/2, 24~x630. (100) 

Equation (100) gives 

rm 

and 

c 
co 

x- +.r,,(x) dx = 3. (102) 
0 

Equations (101) and (102) imply an average energy per particle for the initial dis- 
tribution of X = 27, and hence this problem is essentially a “downscattering” 

OL-.- f- 0.01 0.1 1.0 10.0 20.0 

Time k) 

FIG. 4. The energy (E) versus time (t) for Problem 2. 



380 LARSEN ET AL. 

FIG. 5. The relative error (RE) versus time (t) for the modified Youngs method for 10, 20, 40, 

problem. As with Problem 1, numerical results were obtained by dividing the inter- 

val 0 6x< 30 into 10, 20, 40, and 80 equal size groups, with the benchmark 
solution (depicted in Fig. 4) obtained using 640 groups. The relative errors for the 
modified Youngs method, applied with the four group structures, are plotted in 

Fig. 5, and the maximum relative errors are displayed in Table II. 
As before, the Youngs and modified Youngs methods generally outperformed the 

Chang-Cooper and quasi-integral methods. Again, the Chang-Cooper method 

produced no negative energy densities for any of the meshes. 

TABLE II 

The Maximum Relative Error for Problem 2 

Number of groups 

Method 10 20 40 so 

Chang-Cooper -0.019 0.068 - 0.02s - 0.009 
Youngs -0.011 0.060 -0.014 - 0.005 
Modified Youngs -0.017 0.052 -0.014 -0.005 
Quasi-integral -0.009 0.125 0.048 0.011 
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C. Problem 3: Downscatter without Absorption; Nonuniform Mesh 

The parameters in Eqs. (67)-(69) are now assigned the values 5, = 1, 0, = 0, 

8 = 2, y = 1, and the initial condition is taken as 

uo(x) = 0, O<x< 127;x>255, 

= 50x/128, 127 4 x < 255. (103) 

Equation (103) gives 

s m 240(x) dx = 955, (104) 
0 

and 

J 
m 

x - ho(x) dx = 50: 
0 

(105) 

which implies an average energy density per particle for the initial distribution of 
X = 19. Thus this is also a downscattering problem. Since there is now no 
absorption and emission of photons, the 50 particles initially in the system (see 
Eq. (105)) are conserved, exceeding all possible values of 

N analytic(C) = jom X”[C evW) - 11-l dx, l~cccooo. 

Thus the final equilibrium state cannot correspond to a standard Bose-Einstein dis- 
tribution. Such a problem has been termed a Bose condensation problem, and the 
equilibrium solution is a Planck function with the excess photons appearing as a 6 
function at x = 0 [ 12, 141. Equilibrium solutions of the numerical (i.e., Youngs, 
modified Youngs, and quasi-integral) methods can be found from the equation 

(xj + u~)-~z.L, exp(xj/2) = constant, l<j<J, (10-u 

which has the solution 

uj= xT[c exp(xJ2) - l]-‘, exp(-x,/2)<c< m. (1~~~ 

A comparison of Eqs. (73) (with y = 1) and (108) shows that the numerical 
equations have a larger set of equilibria than the analytic equations, corresponding 
to c in the range exp( -x,/2) < c < 1. The number of photons in each numerical 
equilibrium is 

Nnwnerical = i xj’CCexP(xj/2)-11-‘(~j+,,,-xj~,,,). 
j-1 

581/61/3-3 
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As noted in Section 4 in our discussion of the Chang-Cooper method, the right- 
hand side of Eq. (109) varies monotonically from infinity to zero as c varies from 
exp( -x,/2) to infinity. Therefore, there exists exactly one value of c in this range 
such that Eq. (109) gives the correct number of particles, namely 50 (see Eq. (105)). 
With this value of c (which will be very close to, and slightly less than, one) 
Eq. (108) gives the numerical equilibrium, which will resemble a Planckian, but 
with an additional hump or bulge in the lowest group(s). 

For this problem we define the coarsest mesh as having 20 groups, with 
Ax, = 2ij2 - 1, and Axj/Axj- 1 = 2 II2 for 2 6 j < 20. The second coarsest mesh, which 
is a refinement of the first, has 40 groups with Ax, = 2114 - 1, and Axj/Axj- 1 = 21i4 
for 2 < j < 40. This refinement process is continued to obtain meshes having 80 and 
160 groups. The benchmark solution (depicted in Fig. 6) was computed with 1280 
groups. The relative errors in the modified Youngs method, for the four meshes, are 
plotted versus time in Fig. 7, and the maximum relative errors for all the methods 
and meshes are given in Table III. We see from this table a failure of the Chang- 
Cooper method; for the two finest meshes the appearance of sufficiently numerous 
negative energy densities caused the method to diverge. For the 20 and 40 group 
problems, the Chang-Cooper method also produced some negative energy den- 
sities, but not sufficiently many to cause a code failure. 

The modified Youngs and ‘quasi-integral methods produced virtually identical 
results, which are more accurate than the results from the Youngs method for the 
finer meshes, but less accurate for the coarsest (20 groups) mesh. However, the 
results shown in Table III do not reveal the qualitative nature of the Youngs 
solution for this problem. In Section 4 we pointed out that as Ax/O tends to infinity, 
certain coefficients in the Youngs method tend to infinity exponentially fast. This 
has the effect that particles which are introduced in groups with a large Ax/B are 

Time It) 

FIG. 6. The energy (E) versus time (t) for Problem 3. 
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Time (tl 

FIG. 7. The relative error (RE) versus time (t) for the modified Youngs method for 20, 40, 80, and 
160 groups for Problem 3. 

much too quickly (i.e., within one time step, except for exponentially small time 
steps) transferred to groups which are located near the peak of the final equilibrium 
solution; the reaction rates for such particles are much too large. To illustrate this, 
we plot in Fig. 8 the total energy E versus time t for this same problem, but with 
At = 0.0001, for the Youngs and modified Youngs methods with 20 and 40 groups, 
and the benchmark solution (1280 groups). The data points on this plot are at 
t x lo4 = 1, 2,..., 10 and we drew a smooth curve connecting these points. Because of 
the rapid falloff of the Youngs method curves near t = 0, these two curves between 
t = 0 and t = 10e4 should not be taken too literally; the falloff may in fact be much 

TABLE III 

The Maximum Relative Error for Problem 3 

Number of groups 

Method 20 40 80 160 

Chang-Cooper 0.437 -0.152 * * 
Youngs -0.244 -0.145 -0.069 - 0.024 
Modified Youngs 0.529 0.133 0.034 0.009 
Quasi-integral 0.529 0.133 0.034 0.009 

Note. * = divergence. 
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FIG. 8. The energy (E) versus time (t) for small time for Problem 3. 

quicker than indicated. In any event, the curves as drawn illustrate the point to be 
made; namely, for this problem time steps much smaller than 0.0001 are required 
for the Youngs method to produce moderate changes per time step, assuming one 
uses a moderate number of groups. (We emphasize that here the time step is 
already a factor of 100 smaller than was used previously.) Accordingly, in problems 
of this sort, where high frequency photons enter a relatively cold region, use of the 
Youngs method could lead to difficulties in a computer code having a time step 
control which limits the change in the solution over a time step. 

The modified Youngs and quasi-integral methods do not give reaction rates 
which are unreasonably large; on the contrary, their reaction rates are somewhat 
too small for coarse meshes. While for very coarse meshes these methods can lead 
to large errors (according to the particular definition of the error in Table III), they 
will never interfere with a time step control in the manner which is possible with the 
Youngs method. 

Finally, we mention that for all problems the observed convergence rate of the 
numerical results (see Tables I-III) are in reasonable agreement with the predicted 
rate [0(&)-J. 

6. DISCUSSION 

The underlying idea behind the new numerical methods proposed in this paper is 
to write the Fokker-Planck equation in the form given by Eq. (9) or Eq. (23). The 
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resulting discretized equations have the very useful property that all equilibrium 
solutions of the analytic Fokker-Planck equation are also equilibrium solutions 
(when discretized) of the discretized Fokker-Planck equation. This is an extension 
of the idea of Chang and Cooper [7]. For linear problems we have shown that one 
of our proposed methods is, in fact, identical to the Chang-Cooper method. For 
nonlinear problems, the Chang-Cooper discretized Fokker-Planck operator can 
only annihilate one of the equilibrium solutions of the analytic equation, whereas 
our proposed methods annihilate all such equilibria. Further, in the Chang-Cooper 
method one must choose the particular equilibrium so‘lution to be annihilated, and 
also know it explicitly. Such a choice need not be made for the new methods 
proposed here, nor is it necessary to know the equilibrium solutions explicitly. Also, 
the methods we have proposed are positive, while the Chang-Cooper method can 
lead to negative solutions (for nonlinear problems), which in turn can lead to 
numerical instabilities. Finally, our new methods are simpler and easier to 
implement than the Chang-Cooper method. 

The idea of writing Fokker-Planck equations in the form of Eq. (9) as the 
starting point for finite difference methods was proposed independently by Youngs 
[12] within the context of Compton scattering. We have discussed in some 
the Youngs discretization method and suggested a modification which a priori 
behaves better in the limit of small (as compared to the group widths) tem- 
peratures. Numerical testing of these two methads, as well as the Chang-Cooper 
prescription and a fourth method leads us to conclude that, over a wide variety of 
problems, the discretization to be preferred for the Compton scattering problem is 
the modified Youngs method. Of the four methods reported here, as well as others 
we have tested, this scheme seems to be the most robust, always giving good, and 
sometimes excellent, results as contrasted with the other methods. We conclude that 
the modified Youngs method represents the best available computational scheme 
for Fokker-Planck Compton and inverse Compton scattering problems. 

APPENDIX A 

Given positive and sufficiently smooth functions B(x, U) and C(x, u) in 
Eqs. (l)-(3), we now discuss the existence and construction of positive and suf- 
ficiently smooth functions D(x, U) and E(x, U) such that Eqs. (1) and (2) are 
equivalent to Eqs. (9) and (10). We omit all t dependences in our discussion since 
the equations which determine D and E contain t only as a parameter. 

From Eqs. (11) and (12) we see that the functions B and C are given in terms of 
D and E by 

B(x, u) = D(x, u) dE(x, u)/ax, (A.1) 

C(x, u) = D(x, u) d[uE(x, u)]/du, (A.2) 
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where x and u are treated as independent variables. These equations can be written 
in the equivalent form 

- ua(Eu)/au + (C/B) a(Eu = 0, 64.3) 

D = C[d(Eu)/h] - ‘. (A.4) 

We seek suitable solutions on the rectangle R: 0 <x < X, 0 <U < U, for X and U 
positive, arbitrary, and fixed. If we find a solution of Eq. (A.3) for E(x, U) such that 
E > 0 and @Eu)/& > 0, then D > 0 is explicitly given by Eq. (A.4). In characteristic 
form, Eq. (A.3) can be written 

dx/ds = -C(x, u)/B(x, u), (A.3 

du/ds = u, (A.6) 

d( Eu)/ds = 0. (A.7) 

We assume that B/C is bounded in R. Then the characteristic curves can be re- 
garded as emanating from the right edge of R, filling all of R, and passing through 
the left and top edges of R, as indicated schematically in Fig. 9. If we assign initial 
values E(X, u), 0 < u < U, then Eq. (A.7) indicates that along each characteristic the 
product uE(x, U) is constant. Thus, if we require 

E(X, u) > 0, o<u<u, b4.8) 

then E> 0 in R. Further, if we require 

O<dE(X, gau< co, o<u<u, (A.91 

then, as we now show, we can deduce d(Eu)/au > 0 in R. 

FIG. 9. The region R, and characteristic curves for Eqs. (A.5t(A.7). 
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Consider an arbitrary point (x,,, u) as shown in Fig. 9, and a nearby point 
(x0, u f d). These points lie on two characteristics, emanating from (X, ug) and 
(X, u. + 6). Since 

u-Go, u) = uoE(X, uo), (A.10) 

(u+A)E(x,,u+A)=(u,+S)E(X,u,+6), (All) 

we have, to leading order in 6, 

C(u+A) eo, u+A)-uE(x,, u)l/d = (s/A)(a[E(x, u)u]/au),,,. (A.12) 

To show that 6/A remains bounded and nonzero as A approaches zero, let the 
characteristic emanating from u. be designated uO(x), and let the characteristic 
emanating from u. + 6 be designated as ~kr(x) = uo(x) + E(X). We note that E(X) = 6 
and &(x0) = A. From Eqs. (A.5) and (A.6) we find 

and 

duo(x)/dx = -uo(x) m, %)/C(X, uo) (A.13) 

dCu,(x) + E(X)I/dX = -[240(x) + E(X)] B(x, uo + E)/C(X, 2.40 + 8). (A.141 

Expanding the right-hand side of Eq. (A.14) in a Taylor series about E = 0, carrying 
terms linear in E, and using Eq. (A.13) to delete the zeroth order term, we find 

dc(x)/dx = --~(x)[a(u~/C)/au].=,,,, = E(X) G(x). 

Integration of Eq. (A.15) from x0 to X yields 

(A.16) 

Using Eq. (A.16) in Eq. (A.12) and taking the limit as A approaches zero, we find 

Equations (A.9) and (A.17) show that d(Eu)/i?u > 0, and hence D > 0 by Eq. (A.4). 
The above argument shows that suitable solutions for D(x, u) and E(x, u) exist 

which make Eqs. (1) and (2) equivalent to Eqs. (9) and (10). If analytic expressions 
for D and E cannot be explicitly found, numerical approximations can be obtained, 
for example, by (numerically) integrating along the characteristics described by 
Eqs. (AS) and (A.6). The initial values E(X, u) are, apart from the constraints given 
by Eqs. (A.8) and (A.9), completely arbitrary. This arbitrariness does not alter the 
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analytic equations; it corresponds to the fact that for any function H(x) satisfying 
H> 0 and H’ > 0, Eqs. (9) and (10) are invariant upon making the replacements 

w, u) -+ wx, u)/H’C~(x, u)ul, (A.18) 

E(x, u) -+ H[E(x, u)u]/u. (A.19) 

However, while different choices for E(X, U) do not affect the analytic equations, 
they do affect the discretized equations. In particular, we want the functions D(x, U) 
and E(x, U) to depend weakly upon U, so that the iteration procedure outlined in 
Section 2 for the fully implicit methods will converge rapidly. The question of how 
to select E(X, U) to achieve optimal numerical results is difficult, and is related to 
the choice of the differencing scheme used to solve Eqs. (A.5) through (A.7). We 
shall not consider such questions further here. 

APPENDIX B 

We now give the definition of an “effectively second-order” truncation for a 
spatial discretization of a linear differential operator L, and show how the resulting 
fully implicit differencing of the associated evolution equation will have second- 
order spatial convergence. Our argument is a modification of the standard 
argument that second-order truncation implies second-order convergence. 

Let u(x, t) be the solution of the partial differential equation with initial data 
q(x), i.e., 

au/at= Lo; u(x,o)=uo(x). (B-1) 

For simplicity, we consider only the autonomous case, i.e., L independent of t. We 
assume the one-dimensional spatial domain of u is discretized by a mesh (possibly 
nonuniform) consisting of points, with lines connecting neighbors. The mesh is said 
to have a fineness d if none of the mesh lines has a length greater than d. Given any 
continuous function u over the spatial domain, let Pv be the discretization obtained 
by evaluating u at the mesh points. For any discretization of L, say 2, on the mesh, 
the truncation operator T acting on any smooth function v is defined by 

Tv=@P-PL)v. (B.2) 

The truncation is said to be second order if TV = 0(d2) for any smooth function z), 
and then by standard arguments the associated finite difference scheme involving E 
will have second-order spatial convergence. However, the numerical methods 
presented in the main body of this paper do not have second-order truncation. For 
nonuniform meshes, we have TV = 0( 1); for uniform meshes, we have TV = O(d), 
due to the numerical treatment of the boundary conditions. 
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We define T to be effectively second order if for any smooth function 0 there 
exists a function fi(v) defined on the mesh points such that 

TV = e&Q + O(A2), +O = O(A2). (B.3) 

We now show that for a fully implicit differencing of Eq. (B.l ), the above property 
implies that the difference scheme will have second-order spatial convergence. Let 
us discretize in time at 0 = t, < t, < . .* < t,,,, and set ZP = u( t,). Then 

where (At), + 1i2 = t, + 1 - t,. We define i2 to be the solution of the discrete initial 
value problem 

24 *n+1-an=(At)n+1,22an+1, ti, = Pu,. (B.5) 

Since zi is an approximation to u evaluated at the mesh points, we define the error & 
by 2 = 4 - Pu. Applying the operator P to Eq. (B.4) and subtracting the result from 
Eq. (BS), we obtain 

e *n+1-2n=(At),+1,2[~&n+1+Tu”+1]+O[(At)~+,,2]. (B.6) 

Under the assumption that t has effectively second-order truncation, we use 
Eq. (B.3) to rewrite Eq. (B.6) as 

[l -(At),+,,,~](t?“+‘+W’+‘)=(~“+W)+(At),+,,,[O(A’)+0(At)], ( 

since Gn+ ’ - JJJ’ = (At),, 1,2 0( A’). If we further assume that the operator 
[I- (At),+ 1/2 21 PI is stable with respect to the norm /j. // in the sense 

for all At > 0, then Eq. (B.7) implies 

ll,*n+l++x+l II d /I&“+ $“I1 + W),+,,,[O(A2) + Q(At)]. 

By induction, using &’ = 0, we find 

IP”/I d I/WI + l/~“Il + LCW~) + 
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I/ * 11, then the solution to the difference scheme given by Eq. (B-5) converges to the 
solution of the analytic problem given by Eq. (B.l) in the sense 

ljzi - Pu(( = O(A2) + 0Qlt). (B.12) 
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